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What is Phishing?

Phishing is a spiteful form of online

identity theft that impersonates an

honest firm’s website and aims at

gaining authorized access to user’s

individual information.



Phishing Life Cycle



Phishing Motives

• Financial gain

• Identity hiding

• Fame and notoriety
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Approaches in designing technical anti-
phishing solutions

• Blacklisting & Whitelisting based techniques

• Heuristic based techniques

• Content based techniques

• Visual similarity based techniques



Motivation
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Fig. 1: Total phishing sites, 4Q2019 – 1Q2020 (according to 

APWG Phishing Activity Trends Report)

• Phishing attack results in identity theft and
monetary losses

• It is important to detect phishing websites
so that those malicious websites can be
blocked by the firewall



Objective

• To detect best subset of features so that phishing website detection can be made
faster

• To identify the best performing classification algorithms



Contribution

• We have reduced the dimensionality of feature subset through the feature ranking.

• We have evaluated performance of the various classifiers and proposed the best
hybrid classifier consisting of SVM, Decision Tree, Random Forest and XGBoost.



Proposed Methodology



Proposed Methodology(Contd.)

• Preparing Dataset:

• The dataset was obtained from the UCI - Machine Learning Repository.

• Dataset URL: https://archive.ics.uci.edu/ml/datasets/Phishing+Websites

• Sampling:

• 75% for training and 25% for testing.

• Ran at least five times and select the average one.

https://archive.ics.uci.edu/ml/datasets/Phishing+Websites


Feature Categories for Phishing Detection
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Address bar based features Abnormal based features
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HTML & JavaScript based features Domain based features



Feature Selection 

• To rank the features, we have used:

✓Random Forest

✓XGBoost

✓Correlation matrix with heatmap



Feature Selection (Contd.)

Fig. 2: Using XGBoost
Fig. 3: Using Random Forest



Feature Selection (Contd.)

Fig. 4: Correlation matrix with heatmap



Feature Selection (Contd.)

Accuracy for several feature subsets using proposed hybrid classifier

SL. Feature Subsets Accuracy

1 F5, F6, F7, F13, F14, F25 93.60%

2 F6, F7, F8, F12, F13, F14, F23, F25, F28 94.21%

3 F5, F6, F7, F12, F13, F14, F15, F23, F25, F26, F27 94.46%

4 F0, F5, F6, F7, F12, F13, F14, F15, F23, F24, F25, F26, F27, F29 96.24%

5 F0, F1, F3, F5, F6, F7, F10, F11, F12, F13, F14, F15, F16, F20, F21, 

F23, F24, F25, F26, F27, F29

95.93%

6 F0, F1, F3, F5, F6, F7, F8, F10, F11, F12, F13, F14, F15, F16, F20, F21, 

F23, F24, F25, F26, F27, F28, F29

98.28%



Selected Features

• Finally our proposed features are:

➢F0, F1, F3, F5, F6, F7, F8, F10, F11, F12, F13,F14, F15, F16, F20, F21, F23, 
F24, F25, F26, F27, F28, F29.



Classification Algorithm

• Naïve Bayes

• Logistic Regression

• Support Vector Machine

• Decision Tree

• Random Forest

• XGBoost

• Several Hybrid Classifiers



Performance Evaluation

• Precision

• Precision= TP/(TP+FP)

• Recall

• Recall= TP/(TP+FN)

• F1-score

• F1-score= (2*Precision*Recall)/(Precision+Recall)

• Accuracy

• Accuracy= (TP+TN)/(TP+TN+FP+FN)
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Performance Evaluation of all classifiers

For 30 features 

(Without feature selection)
For 23 features 

(With feature selection)



Comparison

Proposed Method Accuracy F1-Score Number of 

Features

Abdulrahman et al. 

[11]

Hybrid classifier

(RF and XGBoost)

97.26% 0.9721 24

Das et al. [12] LSTM 96.55% 0.969 30

Our proposed 

method

Hybrid classifier

(SVM, DT, RF & 

XGBoost)

98.28% 0.98 23

Comparison with previous works for the same dataset



Conclusion

• Our proposed hybrid classifier will help the Internet users verify authentic
websites.

• So our system will mitigate the risk of phishing websites.




